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ARMY DIGITAL SERVICES (ADS)

“THE ARMY SOFTWARE HOUSE”

Military

200+ Services
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160+ Staff
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ARMY DIGITAL SERVICES (ADS)

CUSTOMERS

~300,000
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ADS DEVELOPED APPLICATIONS
THE MONOLITH

Production & Pre-Production Development & Test (SDLC)

____________________

__________

PFoETTTEees 9 (" (
1 1 1
1
E! ! : E! : I
! =y
=] 1 =]
—————————— FoEemssEesy (
1 1 ! 1 E
1 1 |!
E! I E! ! i
=y !
=] ]
""""" FoETTETET (=N
1 1 1
1 1
E! ! : E! I I
! i
2 1 =)

__________

== | . . ) S N NTA
==
ARMY

BE THE BEST



ADS DEVELOPED APPLICATIONS
OCP UPGRADE MAINTENANCE

We have several platform types with differing configurations

________________________

OS updates need applying

- Oracle CPUs need installing !ﬂ%!

- Schedule time to apply updates with DEV team
- Manual platform changes caused unpredictable errors

- Business focus tended towards application pipeline so
platforms sometimes withered:

This would leave inconsistent Oracle environments, not compatible
with test and later production builds.
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ADS DEVELOPED APPLICATIONS
OCP UPGRADE MAINTENANCE

The Production Builds were protected from “risk”

Updates could have the potential to risk availability to the users

- “Hands on” emergency patching not reflected in the change process
could again cause glitches with automation

- Business preferred that updates to be isolated:

Week 1: OS
Week 2: Oracle CPUs

- This compounded downtime and tied up the devops team needlessly
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ADS DEVELOPED APPLICATIONS

OCP UPGRADE MAINTENANCE
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ADS DEVELOPED APPLICATIONS
PLATFORM BUILDS DAY

HOST_TYPE+VARIANT VM ATTRIBUTES:

{
DISK SIZES:

What are our ambitions? ——

CrPUs g
}

We would like:

100% OCP estate defined in code

100% of code for running initial provisioning, dayl and all day2 upgrades
100% same code for every target environment:

SDLC

PRODUCTION at OFFICIAL/SENSITIVE

PRODUCTION at SECRET

Hopefully, external cloud instances..

100% automation with a single-entry point
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ADS DEVELOPED APPLICATIONS
Consolidation

Red Hat C ORACLE
e Enterprise 1 Database D S I P
) \
GOLD IMAGE
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Consolidation

& RedHat 1 C ORACLE
Enterprise Database DS I P
Linux
Apply CPUs for all
Oracle products Apply any DSIP

New “GOLD” certs

OS updates installed if
applied invalidated due to
time.
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ADS DEVELOPED APPLICATIONS
PLATFORM BUILDS

Dayl Builds

- New platform builds should be straight forward — there are no users yet, so build
out in advance of migration

Day2 Builds

- How can we build out a platform without affecting existing users?

We need a mechanism to build a parallel platform and defer migration of users
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ADS DEVELOPED APPLICATIONS
PLATFORM BUILDS DAY[12]

Dayl Builds

- New platform builds should be straight forward — there are no users yet, so build
out in advance of migration

Day2 Builds

- How can we build out a platform without affecting existing users?

We need a mechanism to build a parallel platform and defer migration of users
We named this:

BLUE / GREEN
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ADS DEVELOPED APPLICATIONS
ESTATE DISCOVERY & MAPPING

Red Hat
‘ Ansible Automation ~ Ingco
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ADS DEVELOPED APPLICATIONS
ESTATE DISCOVERY & MAPPING

Configurations:

PLATFORM NAME:

{
{

HOST _LIST: hostname, host_type, variant, colour, vcenter
}

OCP_BUILD_TYPE
TOWER_ORGINIZATION
TOWER_INVENTORY_NAME
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ADS DEVELOPED APPLICATIONS
ESTATE DISCOVERY & MAPPING

Configurations:

PLATFORM NAME:

{
{
HOST_LIST: hostname, host_type, variant, colour, vcenter 5 \VCENTER DEFAULTS:
) =

{

OCP_BUILD_TYPE CLUSTER_NAME:
TOWER_ORGINIZATION PRIMARY NETWORK ADAPTER:
TOWER_INVENTORY_NAME MASK:

} GATEWAY:

DISK_FORMAT:
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ADS DEVELOPED APPLICATIONS

ESTATE DISCOVERY & MAPPING

Configurations:

PLATFORM NAME: » HOST_TYPE+VARIANT VM_ATTRIBUTES:
{ ‘ {

{ . DISK_SIZES:

HOST_LIST: hostname, host_type, variant, colour, vcenter 5 \VCENTER DEFAULTS: MEMORY:

}.. { CPUs:

OCP_BUILD_TYPE CLUSTER NAME: }

TOWER_ORGINIZATION PRIMARY NETWORK ADAPTER:

TOWER_INVENTORY_NAME MASK:
} GATEWAY:

DISK_FORMAT:
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ADS DEVELOPED APPLICATIONS

ESTATE DISCOVERY & MAPPING

Configurations:

{PLATFORM NAME: ‘ » HOST_TYPE+VARIANT VM_ATTRIBUTES:
{

{ . DISK_SIZES:

HOST_LIST: hostname, host_type, variant, colour, vcenter 5 \VCENTER DEFAULTS: MEMORY:
}.. { CPUs:
OCP_BUILD_TYPE CLUSTER_NAME: }
TOWER_ORGINIZATION PRIMARY NETWORK ADAPTER:

TOWER _INVENTORY_NAME MASK:
} GATEWAY:

DISK_FORMAT:

}
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ADS DEVELOPED APPLICATIONS

ESTATE DISCOVERY & MAPPING

Configurations:

PLATFORM NAME:

{

}

{

» HOST_TYPE+VARIANT VM_ATTRIBUTES:

{
DISK_SIZES:

HOST_LIST: hostname, host_type, variant, colour, vcenter 5 \VCENTER DEFAULTS: MEMORY:

.

OCP_BUILD_TYPE

TOWER_ORGINIZATION
TOWER_INVENTORY_NAME

— i ———

{

CPUs:
CLUSTER_NAME: }
PRIMARY NETWORK ADAPTER:
MASK:

GATEWAY: eI

DISK_FORMAT: Jx
Red Hat
Ansible Automation
Platform
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ADS DEVELOPED APPLICATIONS

PROVISIONING

RHEL7 FAST PROVISION OCPV3 PLATFORM APC-PP

* FRONT END HOSTNAME

The FRONT END hostname

OCPENG50

* QOLD IMAGE CLOME TEMPLATE NAME

-_—r - - L _—— 1 ' { .~ -
The Name of the TEMPLATE to clone VMs

—
|

ocpgold701-A-06-02-23
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Red Hat
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Platform
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ADS DEVELOPED APPLICATIONS

PROVISIONING

The process we would build would be almost identical for dayl and day2 operations:
- We decided all dayl operations would build out the GREEN deployments
- All day2 builds would move the running GREEN into a new BLUE instance.

- Day2+ would see a move from running BLUE, back to running GREEN.

All of our Ansible code would be functional for both scenarios — this was key to simplification of the install process
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ADS DEVELOPED APPLICATIONS
PROVISIONING

GREEN

' x
fast build.yml r;},.
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ADS DEVELOPED APPLICATIONS
PROVISIONING

RHEL7 FAST PROVISION OCPV3 PLATFORM APC-PP

* FRONT END HOSTNAME
OCPENGS501

GREEN

ol
fast build.yml "
00

tower—-cli

o
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ADS DEVELOPED APPLICATIONS
PROVISIONING

RHEL7 FAST PROVISION OCPV3 PLATFORM APC-PP

| * FRONT END HOSTNAME

OCPENGS501

ol
fast build.yml "
00

tower—-cli

o

-==s —— = —— = =T
{ i { i ( i ( i
1 1 1 1 | | 1 |
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 ‘l 1 ‘l l‘ 1 l‘ 1
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ADS DEVELOPED APPLICATIONS
PROVISIONING

| RHEL7 FAST PROVISION OCPV3 PLATFORM APC-PP

1 SURVEY F

The FRONT END hostname

OCPENGS501

GREEN or BLUE install

GREEN

NE TEMPLATE NAME
1 The Name of the TEMPLATE to clone VMs

Green VMs
fast build.yml "
o

i ! Load Balancer

ocpgold701-A-06-02-23

o
o

tower—-cli
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ADS DEVELOPED APPLICATIONS

PROVISIONING

| RHEL7 FAST PROVISION OCPV3 PLATFORM APC-PP

* FRONT END HOSTNAME

The FRONT END hostname G reen VMS

OCPENGS501 -

4 * GREEN OR BLUE INSTALL
4 GREEN or BLUE install

N

_@_

GREEN v

coocoo e

* GOLD IMAGE CLONE TEMPLATE NAME UTILITY
1 The Name of the TEMPLATE to clone VMs L I nventO ry

ocpgold701-A-06-02-23 -

Load Balancer

Green VMs

SN

s
1
1
1
1
1
1

Main
Inventory =

! Load Balancer
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ADS DEVELOPED APPLICATIONS

PROVISIONING

o
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ADS DEVELOPED APPLICATIONS
PROVISIONING

De-register
From OMS

Backup
BIEE

‘ RedHat
Ansible Automation . x5
Platform g;‘: ° g;:o
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000
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000

UTILITY Workflow

000
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000
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Process
TLS Cert
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Rebuild
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ADS DEVELOPED APPLICATIONS

P ROV| S | O N | N G :'OST_TYPE+VARIANT VM_ATTRIBUTES:

DISK_SIZES:
MEMORY:
CPUs:

}

_______

VCENTER_DEFAULTS:

{ ! .
tnucuh\c, CLUSTER_NAME: ] )
e PRIMARY NETWORK ADAPTER: /77777~
MASK:
GATEWAY: S s \

DISK_FORMAT: ! i
} I E |
1
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_______

vmware

vCenter !

vmware e pgthon\Ai E
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ADS DEVELOPED APPLICATIONS
PROVISIONING
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ADS DEVELOPED APPLICATIONS
PLATFORM UPDATE

Running PROD

Oracle
Data
disk

Oracle
FRA

New PROD \
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ADS DEVELOPED APPLICATIONS
PLATFORM UPDATE

Oracle
Data
disk

Oracle
FRA
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ADS DEVELOPED APPLICATIONS

PLATFORM UPDATE

Oracle
Data
disk

Oracle
FRA

x
—_— 8“
000

Data
migration

HAPROXY

000

Haproxy
update
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ADS DEVELOPED APPLICATIONS
PLATFORM UPDATE

G —

! E:

\ N--eemeeeec
Day 1 Oct 22

Jan 23

Apr 23

___________

___________

___________

___________

Jul 23

___________

___________

Oct 23
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ADS DEVELOPED APPLICATIONS
BENEFITS

Development teams now have precisely updated platforms

Each update provides new baseline — any manual changes are removed
- All platforms become identical O
We can build out new platforms rapidly

- We've built new performance test platform in production — already fed back into application cycle Q
Outage times per platform are virtually nothing — we can update a platform over a lunch break
- Application releases are scheduled much more efficiently — less platform related dependency problems O
My team is now able to focus on strategic projects

- Moving to AAP and AAP2 O
- RHEL 8/9 Secure build development Q

& RedHat

Ansible Automation N

Z LS
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BE THE BEST



v
e
. I w———— N
f ™ » .
o SRl [

. _. x; ot
- '\ .

2
3%, I

£
E
-
o

THANK YOU

.,__=_
~~-mum i

3

| ||

et 1} '

= ,.-_-,J

1




	Slide 1
	Slide 2: PRESENTER
	Slide 3: ARMY DIGITAL SERVICES (ADS)
	Slide 4: ARMY DIGITAL SERVICES (ADS)
	Slide 5: ARMY DIGITAL SERVICES (ADS)
	Slide 6: INFRASTRUCTURE
	Slide 7: INFRASTRUCTURE
	Slide 8: ARMY HOSTING ENVIRONMENT
	Slide 9
	Slide 10: ADS DEVELOPED APPLICATIONS
	Slide 11: ADS DEVELOPED APPLICATIONS
	Slide 12: ADS DEVELOPED APPLICATIONS
	Slide 13: ADS DEVELOPED APPLICATIONS
	Slide 14
	Slide 15: ADS DEVELOPED APPLICATIONS
	Slide 16: ADS DEVELOPED APPLICATIONS
	Slide 17: ADS DEVELOPED APPLICATIONS
	Slide 18: ADS DEVELOPED APPLICATIONS
	Slide 19: ADS DEVELOPED APPLICATIONS
	Slide 20: ADS DEVELOPED APPLICATIONS
	Slide 21: ADS DEVELOPED APPLICATIONS
	Slide 22: ADS DEVELOPED APPLICATIONS
	Slide 23: ADS DEVELOPED APPLICATIONS
	Slide 24: ADS DEVELOPED APPLICATIONS
	Slide 25: ADS DEVELOPED APPLICATIONS
	Slide 26: ADS DEVELOPED APPLICATIONS
	Slide 27: ADS DEVELOPED APPLICATIONS
	Slide 28: ADS DEVELOPED APPLICATIONS
	Slide 29: ADS DEVELOPED APPLICATIONS
	Slide 30: ADS DEVELOPED APPLICATIONS
	Slide 31: ADS DEVELOPED APPLICATIONS
	Slide 32: ADS DEVELOPED APPLICATIONS
	Slide 33: ADS DEVELOPED APPLICATIONS
	Slide 34: ADS DEVELOPED APPLICATIONS
	Slide 35: ADS DEVELOPED APPLICATIONS
	Slide 36: ADS DEVELOPED APPLICATIONS
	Slide 37: ADS DEVELOPED APPLICATIONS
	Slide 38: ADS DEVELOPED APPLICATIONS
	Slide 39: ADS DEVELOPED APPLICATIONS
	Slide 40: ADS DEVELOPED APPLICATIONS
	Slide 41: ARMY HOSTING ENVIRONMENTS
	Slide 42: ARMY HOSTING ENVIRONMENTS
	Slide 43

